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In this expository paper, we review methods for monitoring medical outcomes with a focus on surgical quality. We discuss the importance and role of risk adjustment. We give the advantages and disadvantages of various competing surveillance methods. We provide an extensive literature review and give some ideas for future research. In addition, we describe the highly effective American College of Surgeons National Surgical Quality Improvement Program (NSQIP), which offers data-based benchmarking of participating hospitals and provides information on best surgical practices. A case study illustrates improvements of mortality and surgical-site infection rates based on the NSQIP approach.
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1. Introduction

There has been a great deal of interest in improving the quality of health care, with particular emphasis on surgical quality. The Institute for Healthcare Improvement (IHI) (2014) pointed out, for example, that surgical-site infections continue to represent a significant portion of healthcare-associated infections. Their impact on morbidity, mortality, and cost of care has resulted in their reduction being identified as a top national priority in the U.S. Department of Health and Human Services (2013) “National Action Plan to Prevent Health Care-Associated Infections: Roadmap to Elimination”.

According to the healthcare quality framework of Donabedian (1966), one can assess structural, process, or outcome quality. Structural quality refers to the use of metrics such as nurse-to-bed ratios. An example of a process-quality variable would be the percentage of surgical patients receiving antibiotics within a prescribed time period before surgery. Outcome-quality variables, on the other hand, reflect the patients’ results. An example of an outcome variable would be whether or not a surgical patient developed a surgical-site infection within 30 days following surgery.

Generally, the proper use of outcome variables requires considerably more effort in data collection, but it is the most informative approach. Porter and Teisberg (2007) and Department of Health (2010), among others, have made a strong case for the use of outcome results to provide vital feedback on what works and what does not instead of concentrating on pro-
cess targets. The Donabedian (1966) framework was outlined in more detail in the excellent paper by Ko (2009), who also stressed the importance of using outcome results.

Overviews of process monitoring in healthcare applications have been provided by Benneyan (1998a, b), Woodall (2006), Winkel and Zhang (2007, 2012), Woodall et al. (2012), and others. In our paper, we restrict attention to the various approaches for monitoring surgical-outcome quality. Blackstone (2004) reviewed the history of process monitoring in surgical applications and gave an overview of some of the important issues.

Because effective monitoring requires one to account for the variation among patients, we briefly review risk adjustment in Section 2. In Section 3, we give our notation and define some of the surveillance-method performance metrics. In Section 4, we describe the various surveillance methods. In Section 5, we discuss the related analysis of surgical learning curves. Outcome monitoring is important and useful in detecting and understanding changes in performance. It can motivate the need for improvement, which can then come through targeting the most promising opportunities and implementing improvement projects. For this reason, we provide an overview of the American College of Surgeons National Surgical Quality Improvement Program (NSQIP) in Section 6 with an NSQIP-based case study given in Section 7. Some ideas for future research on outcome monitoring are given in Section 8 and our conclusions follow in Section 9.

2. Risk Adjustment

Surgical patients vary considerably with respect to physical characteristics, such as age and weight and with respect to health status. In order to perform useful monitoring or meaningful comparisons of the surgical outcomes stratified by surgeons or hospitals, there must be adjustments for the patient mix of risk factors. Many aspects of risk adjustment were covered in considerable detail by Iezzoni (2012).

Most often logistic regression models are used for patient-level risk adjustment when binary outcomes are used. See, for example, Cohen et al. (2009) and New York State Department of Health (2001). The probability of a particular adverse event, such as death within 30 days of surgery, is modeled with various physical and health characteristics used as the explanatory variables. Examples would be the use of scores, such as the Parsonnet score or the EuroSCORE II, in a logistic regression model for risk adjustment for adult cardiac surgery (Parsonnet et al. (1989), Nashef et al. (2012)). Risk factors used to calculate these types of scores can include gender, age, diabetic status, hypertension status, dialysis status, and so forth.

In virtually all cases, the logistic regression models are based on discrete or categorical explanatory variables modeled using indicator variables and do not include interaction terms. The number of explanatory variables is often in the range from 20 to 30. Models have been built for many other types of adverse events such as surgical-wound infection, anastomotic leak (a leak at the surgical connection of two structures), and deep vein thrombosis (Bruce et al. (2001)).

The risk-adjustment model must be fit based on some historical data from all of the surgeons or hospitals of interest. Most often, the data from a particular time period is somewhat arbitrarily selected to serve as the baseline. Paynabar et al. (2012) discussed the analysis of historical baseline data.

Cook et al. (2008) provided an excellent discussion of some of the issues related to risk adjustment. It is important that the risk-adjustment model accurately estimate the probability of the adverse event of interest because the risk-adjusted surveillance methods detect deviations from the risk-adjustment model predictions. It is also important that risk-adjustment models be periodically updated because they can begin to overestimate the probability of the adverse event due to process improvement.

In comparing hospital performance, it is common to use random-intercept multilevel logistic regression modeling or other types of hierarchical generalized linear models. See, for example, Clark et al. (2010) and COPPS-CMS White Paper Committee (2012).

3. Monitoring Background

It is important to note that in industrial applications the monitoring methods are designed based on information obtained using background data collected from the particular process of interest. The collection and analysis of these data are referred to as phase I, an area reviewed by Jones-Farmer et al. (2014). In most of the methods covered in our paper, however, the performance of a particular hospital or surgeon is monitored relative to a risk-adjustment model constructed using data from a number of hos-
pitals. Thus, it is often performance to a standard that is being monitored. Steiner (2014) discussed this issue in more detail.

We let $p_{0i}$ represent the probability obtained from the risk-adjustment model that the $i$th surgical patient, $i = 1, 2, \ldots$, experiences the adverse event of interest. We let $Y_i = 1$ if the $i$th patient experiences the adverse event of interest and $Y_i = 0$ otherwise. The assumption that $Y_i$, $i = 1, 2, 3, \ldots$, are mutually independent is ubiquitous. The odds against the adverse event occurring are $p_{0i}$: $1 − p_{0i}$ under the risk-adjustment model. A change in the odds ratio of size $\delta$ leads to odds against the event of $\delta p_{0i}$: $1 − p_{0i}$ with a corresponding probability of the event of $p_{1i} = \delta p_{0i} / (1 + (p_{0i}(\delta - 1))$. Monitoring methods can be designed to detect specified changes in the odds ratio.

Risk-adjusted monitoring methods are usually compared based on the average run length (ARL), where the run length is the number of surgical patients until a signal is given that there has been a change in the process. We would like the ARL when the process is stable, i.e., the in-control ARL, to be large and the ARL to be small when there is a significant change in the odds of the adverse event.

The ARL can be calculated assuming that any process shift occurred before monitoring begins (called the zero-state ARL) or assuming any shift occurs sometime after the start of monitoring (steady-state ARL). We prefer the use of the steady-state ARL because the assumption of a possibly delayed change in the process seems more realistic. Gombay et al. (2011) pointed out, however, that the in-control ARL can be misleading and considered other metrics, such as the probability of a false alarm within a given number of patients. Sun and Kalbfleisch (2013) also took this latter approach.

4. Various Monitoring Methods

Grigg and Farewell (2004a), Rogers et al. (2004), and Cook et al. (2008) provided review papers on risk-adjusted monitoring. Cook et al. (2008) provided an appendix with all related formulas. Woodall (2006) included a section on risk-adjusted monitoring. A considerable amount of research has been done in the last decade or so, however, with many more applications. A nontechnical review and discussion of issues related to risk-adjusted monitoring was given by Steiner (2014).

Monitoring can lead to insights and is useful for detecting changes in performance and understanding trends over time. Outcome monitoring can be used to identify problems, motivate the need for improvement, and quantify the extent to which improvement initiatives have been successful.

4.1. Risk-Adjusted Sets Method and Resetting SPRT

In their review, Grigg and Farewell (2004a) focused to some extent on the risk-adjusted sets method of Grigg and Farewell (2004b), which has not become widely used. To signal a process deterioration, the sets method requires that the waiting time between adverse events, measured in the number of cases, be below a specified threshold for a specified number of consecutive adverse events.

Sego et al. (2008) showed, in the non-risk-adjusted case, that the apparent performance advantage of the sets method is due to an implicit “headstart” feature that leads to good zero-state ARL performance, but poor steady-state ARL performance relative to competing methods. These performance results likely carry over to the risk-adjusted application.

We do not recommend the use of the resetting risk-adjusted sequential probability ratio test (RSPRT) proposed by Spiegelhalter et al. (2003) and Grigg et al. (2003). This method was discussed in some detail by Cook et al. (2008) and applied by Rogers et al. (2005). With this approach, one sets up a sequential probability-ratio hypothesis test (SPRT) with the null hypothesis corresponding to the risk-adjustment model being correct and the alternative hypothesis corresponding to a specified shift in the odds of the adverse event occurring. If the null hypothesis is accepted, then the hypothesis test is repeated. Rejecting the null hypothesis is a signal that performance may have changed.

There are two issues with this approach. The first is that the SPRT type I and type II error probabilities, $\alpha$ and $\beta$, respectively, are often misinterpreted and are not meaningful in assessing the run-length performance of the RSPRT. The second issue is that the RSPRT is a generalization of the risk-adjusted Bernoulli cumulative sum (RA-CUSUM) method discussed in Section 4.4 with the primary effect being that the RSPRT chart is generally less able to detect deterioration in performance after a period of good performance and vice versa. This phenomenon is referred to as issues...
with “inertia” in the industrial statistical process-monitoring literature.

4.2. Risk-Adjusted $p$ Chart

Alemi et al. (1996) and Alemi and Oliver (2001) proposed aggregating the patients into consecutive groups and using the mean and variance of the sum of the Bernoulli observations within each group to determine Shewhart-type control limits. Hart et al. (2003, 2004) gave related work on Shewhart charts based on aggregated data. Cockings et al. (2006) gave examples of risk-adjusted $p$ charts with patients grouped into consecutive blocks of size 30. Gustafson (2000), on the other hand, compared various types of charts for monitoring infection rates with data aggregated by month.

Although these approaches can provide a good overview summary of the performance of the process over time, greater levels of aggregation cause longer delays in detecting changes in the process relative to methods that incorporate the data on a case-by-case basis. This point was also made by Cook et al. (2003). The adverse effect of data aggregation on monitoring was discussed in a general context by Schuh et al. (2013).

4.3. CRAM and VLAD Charts

The popular variable life adjusted display (VLAD) method of Lovegrove et al. (1997) and the equivalent cumulative risk-adjusted mortality (CRAM) method of Poloniecki et al. (1998) are based on plots of cumulative sums of either $p_{oi} - Y_i$ or $Y_i - p_{oi}$. In the first case, the $Y$-axis is often labeled “Lives Saved” or “Statistical Lives Saved”, whereas, in the second case, it is frequently labeled “Excess Mortality”. Sometimes the plot is referred to as an observed minus expected (O-E) CUSUM chart. The VLAD name is most common, however, so we will use it in our paper.

The book by the Clinical Practice Improvement Centre (2008) provides a detailed description of the use of the VLAD and many practical issues related to its use. Albert et al. (2003) and Lovegrove et al. (1999) provided a number of examples of VLAD plots. Treasure et al. (2004) and Sherlaw-Johnson et al. (2000) also discussed the use of the VLAD chart.

The VLAD chart shown in Figure 1 was provided to us by Dr. Albert Yuen of the Hong Kong Hospital Authority. It shows the net lives saved/lost following emergency operations at a hospital in Hong
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**FIGURE 1.** Rocket Tail VLAD Plot. Provided by W.-C. Yuen, Hong Kong Hospital Authority.
Kong. Under the risk-adjustment model, the VLAD statistic wanders over time in a nonstationary manner. It has no tendency to return to any particular value, including zero, because it can be modeled as a random-walk process. The statistics in Figure 1 decrease substantially, however, over time, indicating deterioration in performance compared with the risk-adjustment model. The “rocket-tail” control limits in Figure 1, which widen over time, are based on percentiles of the marginal distribution of the cumulative sum. These limits have been recommended, for example, by Grunkemeier et al. (2003, 2009) and Noyez (2009). The use of these limits to signal changes in quality leads to a problem with inertia because process deterioration, for example, could occur when the VLAD statistic is near the upper limit. In addition, the percentile values used to determine the limits are not directly related to the run-length performance of the method.

Sismanidis et al. (2003) and Poloniecki et al. (2003) proposed an ad hoc signal rule for the VLAD and CRAM charts. The lack of a theoretically justifiable way to determine a signal rule for the chart has led, however, to the use of the VLAD as an easily understood visual aid with reliance on the RA-CUSUM chart, as described in the next subsection, to signal shifts in the performance of the surgical process.

4.4. Risk-Adjusted Bernoulli CUSUM Chart

The risk-adjusted Bernoulli cumulative sum (CUSUM) chart (referred to as the RA-CUSUM chart) of Steiner et al. (2000, 2001) is preferred over the VLAD chart for detecting changes in performance. The RA-CUSUM chart is a generalization of the Bernoulli CUSUM chart of Reynolds and Stoumbos (1999), which was used by Leandro et al. (2005) to monitor the outcomes of liver-transplant surgery.

The one-sided RA-CUSUM chart statistics for a chart designed to detect a change in the odds ratio to a specified value are

\[ S_i = \max(0, S_{i-1} + W_i), \quad i = 1, 2, 3, \ldots, \]

where \( S_0 = 0, \) \( W_i = \ln(p_{1i}/p_{0i}) \) if \( Y_i = 1 \) and \( W_i = \ln[(1-p_{1i})/(1-p_{0i})] \) if \( Y_i = 0. \) The chart signals when \( S_i > h, \) where \( h \) is selected to provide a specified in-control ARL. The selection of \( h \) depends on the relevant population of risk scores.

Often the RA-CUSUM chart is implemented to be two-sided with the simultaneous application of two one-sided charts, one to detect improvement in performance and the other to detect deterioration. The signs on the statistics on the chart used to detect improvement are usually changed so the two one-sided charts can be plotted together more easily. An example of a two-sided RA-CUSUM chart provided in Steiner (2014) is given in Figure 2. In this example, the outcome is mortality within 30 days of cardiac surgery with risk-adjustment based on logistic regression using Parsonnet scores. The upper CUSUM chart was designed to detect a doubling of the odds ratio while the lower CUSUM chart was designed to detect a halving of the odds ratio. The upper CUSUM boundary was crossed with patient 253, indicating poor performance relative to the risk-adjustment model.

There have been a number of applications of the RA-CUSUM chart in the literature. For example,

It has been recommended that one display the more easily interpretable VLAD chart, but with a RA-CUSUM chart run in the background to signal any changes in quality. This approach was advocated by Sherlaw-Johnson (2005), Sherlaw-Johnson et al. (2005, 2007), Cook et al. (2008), Clinical Practice Improvement Centre (2008), and Collett et al. (2009). We also support this approach, which is illustrated in Figures 3 and 4.

A number of researchers have studied the performance of the RA-CUSUM chart. Jones and Steiner (2012) investigated the effect of estimation error on the performance of the chart. Webster and Pettitt (2007) studied some technical issues related to the computation of chart performance metrics.

Steiner et al. (2001) and Tian et al. (2015) showed that, for a given risk-adjustment model and given control limits, the in-control ARL depends heavily on the population of risk scores. They showed that the effect was considerably greater than that found by Loke and Gan (2012). Zhang and Woodall (2015), however, have developed a method for designing the RA-CUSUM charts based on the method of Shen et al. (2013). This is a computationally intensive approach which requires on-line dynamic simulation to determine the control limits patient-by-patient to design each chart for the specific sequence of patient risk scores observed. This means each chart is customized to the specific sequence of patients at hand. This alleviates the major disadvantage of the risk adjusted Bernoulli CUSUM chart, which is any concern that misspecification or changes in the risk score population can affect to a considerable extent the in-control performance of the chart.

It is frequently stated that the RA-CUSUM has optimal performance based on the results of Moustakides (1986), but these optimality results are based on the assumption of an independent and identically distributed sequence of observations. The observations in the sequence $Y_i, i = 1, 2, 3, \ldots$ are assumed to be independent but they are not identically distributed because patients have varying risk factors.

Grigg and Farewell (2004) pointed out the usefulness of the approximation

$$(\text{ARL}_C)^{-1} \approx (\text{ARL}_L)^{-1} + (\text{ARL}_U)^{-1},$$

where $\text{ARL}_C$ is the ARL for the two-sided RA-CUSUM chart and $\text{ARL}_L$ and $\text{ARL}_U$ are the ARIs for the component lower- and upper-sided RA-
CUSUM charts, respectively. Megahed et al. (2011) gave conditions under which this relationship is exact.

4.5. Risk-Adjusted Exponentially Weighted Moving-Average Methods

Cook et al. (2011) proposed a risk-adjusted exponentially weighted moving average (RA-EWMA) method. The advantages given for their RA-EWMA method are that it communicates information about the current level of an indicator in a direct and understandable way and it explicitly displays information about the current patient case mix. Also, because it is not reset after a signal, they considered the RA-EWMA chart to be a more natural chart to use in healthcare applications, where a process of care can rarely be changed quickly. One might note that it is common not to reset surveillance statistics to their initial values after a signal in prospective public health surveillance applications.

Steiner and MacKay (2014) also proposed an EWMA-based approach that gives more weight to recent outcomes and plots a clinically interpretable estimate of the failure rate for a “standard” patient. They pointed out some advantages of their EWMA approach compared with those of Cook et al. (2011) and Grigg and Spiegelhalter (2007). One advantage claimed is that fewer historical data are needed to set up their surveillance method.

Regardless of any relative advantages of these three EWMA methods, the RA-CUSUM chart is likely to remain the most accepted surveillance approach for monitoring with risk-adjusted binary outcomes in the near future.

4.6. Methods Based on Survival Models

There has been more recent work that incorporates information on the times of any deaths within the given time window following surgery or survival times more generally. Monitoring of survival times is more common in organ-transplantation applications. For reviews of methods used to assess the performance of organ-transplantation centers and related issues, we recommend Collett et al. (2009) and Neuberger et al. (2010). For mortality outcome data in organ-transplantation applications, the time window after surgery is most often one year.

Survival model-based surveillance methods have been proposed by Biwas and Kalbfleisch (2008), Sego et al. (2009), Steiner and Jones (2010), Gandy et al. (2010), and Sun and Kalbfleisch (2013). These methods can lead to better statistical performance than the RA-CUSUM chart based on binary outcomes, but they are considerably more complicated and require a survival model assumption. Phinketotos and Gandy (2014), however, recently proposed a nonparametric approach based on the Kaplan–Meier survival curve estimator.

Steiner and Jones (2010) showed that the method of Sego et al. (2008) is at a performance disadvantage relative to the competing methods. This is because, until information on the final status of a particular patient is available, no information on patients operated on after this patient can be used in the analysis. In recent developments, Snyder et al. (2014) discussed the application of the CUSUM method of Sun and Kalbfleisch (2008) in the monitoring of survival times after organ transplantation. In addition, Assareh and Mengersen (2014 a, b) proposed Bayesian methods for change-point estimation for step shifts and trends, respectively, in monitoring risk-adjusted survival times.

4.7. Other Approaches

There have been a number of alternative approaches proposed for the monitoring of risk-adjusted binary outcomes. Steiner et al. (1999) proposed methods for monitoring paired binary surgical outcomes, which allows the simultaneous monitoring of mortality and “near-misses”. Chang (2008) compared a risk-adjusted Shirayayev–Roberts scheme to the performance of the RA-CUSUM chart. The Shirayayev–Roberts method was found to be less able to detect deterioration in performance.

Gan and Tan (2010) proposed a risk-adjusted version of the time-between events chart, which in the non-risk-adjusted application typically involves use of the geometric distribution. Albers (2011) proposed a related method based on the number of cases between a specified number of adverse events, which led to a generalization of the negative binomial distribution. In the non-risk-adjusted case, however, Szarka and Woodall (2011) reported that these types of time-between-event charts fare poorly compared with the performance of a CUSUM chart.

Zeng and Zhou (2011) proposed a risk-adjusted monitoring method based on Bayesian methods that is said to require less data than other methods in order for monitoring to begin. More recently, Gan et al. (2012) proposed a generalization of the RA-CUSUM chart to detect changes in parameters other than the odds ratio.
5. Use of a Sequential Technique to Assess Learning Curves

It is important to distinguish between the use of the RA-CUSUM method and the use of what is referred to as the CUSUM technique to assess surgical learning curves. With learning curves, the cumulative number of failures is often plotted against the patient number if there is no risk adjustment. Sometimes cumulative values of \( Y_t - p_0 \) are plotted, where \( p_0 \) is the acceptable or expected failure rate. Decision lines are determined based on the sequential hypothesis testing (SPRT) approach of Wald (1947) for a sequence of independent Bernoulli outcomes, where one must also specify an unacceptable failure rate and type I and type II error rates. Rogers et al. (2004) referred to this method as resulting in a “cumulative failure chart”. The method can be risk adjusted. The SPRT stopping rule, under which sampling stops when a decision line is crossed, is typically not followed.

For more information on this CUSUM learning curve technique, see Williams et al. (1992), Novick and Stitt (1999), Bolsin and Colson (2000), Novick et al. (2001), Grunkemeier et al. (2003), and Yap et al. (2007). Most of the CUSUM applications found in the review by Biau et al. (2007) were learning curve analyses. It is frequently incorrectly stated in the literature that the learning curve CUSUM is related to the CUSUM method of Page (1954), whereas it is the RA-CUSUM method that is an extension of Page’s work. It seems that the learning curve SPRT approach has been misleadingly referred to as a CUSUM procedure because this was the terminology used by de Leval et al. (1994).

In applications of the learning curve approach, it is frequently expected that performance levels will change over time, perhaps more than once. Performance could either improve or deteriorate. Thus, it does not seem reasonable to use a method relying on a one-sided hypothesis testing approach where the error probabilities are based on the assumption of a constant level of performance. In learning curve applications, it is assumed that there is a sequence of independent Bernoulli observations where the interest is in detecting changes in the probability of failure. The large literature on this topic was reviewed by Szarka and Woodall (2011).

6. National Surgical Quality Improvement Program

Over 560 U.S. hospitals and health systems and 43 outside the U.S. are American College of Surgeons National Surgical Quality Improvement Program (NSQIP) participants. Maggard-Gibbons (2013) reported that about 10% of the hospitals in the U.S. participate in NSQIP and that they account for about 30% of the over 40 million operations performed annually. The participating hospitals provide to NSQIP data on samples of surgical patients designed to represent all types of surgical procedures and all surgeons. NSQIP then provides risk-adjustment models and performance results to the hospitals. Thus hospital administrators and surgeons can see how their results compare to other hospitals and how individual surgeons compare to each other and to the overall NSQIP performance. This process can be used to identify areas needing improvement. Without the sort of benchmarking provided by NSQIP, hospital administrators and surgeons cannot accurately assess their current performance or as easily identify areas most needing improvement. Maggard-Gibbons (2013) reported that in a survey of NSQIP participants, over half reported that prior to joining NSQIP they did not know their surgical mortality rates, much less how their rates compared to other hospitals.

Ko (2009) and Maggard-Gibbons (2013) provided very good descriptions of the history and structure of NSQIP. Also, see http://site.acsnsqip.org/. Cohen et al. (2013) discussed a number of statistical aspects of the NSQIP analyses. It is reported at the NSQIP website that hospitals participating in NSQIP benefit from an average savings of about $3 million per year, reduced readmissions and lengths of stay, higher patient satisfaction, better patient outcomes, better performance on publicly reported measures, and better performance under pay-for-performance programs. In a thorough study, Hall et al. (2009) found that surgical outcomes improved across a majority of the NSQIP participating hospitals in the private sector. Improvement was found for both poor- and well-performing facilities. They reported that NSQIP hospitals appeared to be avoiding substantial numbers of complications, improving care, and reducing costs.

A key aspect leading to the success of NSQIP is that each hospital has a surgeon champion that identifies and leads improvement initiatives. There is also a well-trained surgical clinical reviewer, who is responsible for collecting complete and accurate clinical data, as opposed to reliance on less accurate and less relevant claims or administrative data. About 140 variables are measured for each surgical
Because the number of participating hospitals has increased markedly from the inception of NSQIP, the caterpillar plots became unreadable. With this in mind, as well as the above-mentioned shortcoming of the plot, Cohen et al. (2013) reported that NSQIP moved to reporting the odds ratios with confidence intervals, along with the decile in which each hospital lies for each of the adverse events. It is easier to follow progress over time with this information than it is following position on the caterpillar plot.

A variety of methods have been proposed for identifying outlying performers in the comparison of hospitals. Bilimoria et al. (2010) showed that the number of hospitals identified as outlying varies widely depending on the method used. Spiegelhalter (2005) argued that it is important to allow for some overdispersion. It is also important to adjust for the number of hospitals being compared. In this regard, Jones and Spiegelhalter (2008) showed that adjusting the thresholds based on the false discovery rate was better than using the Bonferroni adjustment method. Other discussions of the issues involved in how to classify hospitals as below average, average, or above average were provided by Jones and Spiegelhalter (2011), He at al. (2014), Seaton and Manktelow (2012), Kalbfleisch and Wolfe (2013), Cohen et al. (2013), and Ieva and Paganoni (2015), among others.

One limitation of NSQIP analyses is that the full risk-adjusted outcome reports are provided based on
data aggregated over 6-month intervals with some additional delay for processing. Monitoring on a more continuous basis is possible by running non-risk-adjusted reports on a daily, weekly, or monthly basis. This only allows trending, however, with the assumption that the patient populations are uniform. Providing risk-adjusted charts based on patient-by-patient outcomes, even plotted retrospectively, would likely provide more insight into hospital performance over time and into the effect of improvement initiatives. Cohen et al. (2013) reported, however, that NSQIP is moving toward timelier monitoring.

The Surgical Outcomes Monitoring and Improvement Program of the Hong Kong Hospital Authority is structured similarly to NSQIP. Yuen (2013) reported on their evaluation of 17 public hospitals and their comparison of the observed mortality rates with the expected rates using data from 23,700 operations performed during the period July 2010–June 2012. Elective surgery and emergency surgery were treated separately. Outlying performance was identified using caterpillar plots.

7. NSQIP Case Study

In this section, we report on the surgical quality improvement obtained at the Carilion Clinic in Roanoke, Virginia, with Dr. Sandy L. Fogel, MD, as NSQIP surgeon champion and James Jones, BSN, as surgical clinical reviewer.

Based on the initial NSQIP results in 2007 showing O/E ratios significantly above one, the focus of improvement was in reducing the rate of surgical-site infections and the general surgery mortality. Adverse events tend to be expensive. NSQIP (2014) reported that the cost of a surgical-site infection averages around $27,000, while Dimick et al. (2004) estimated that a case of ventilator-associated pneumonia added about $50,000 to the cost of a surgical admission.

Best practices were used to identify improvement projects. Projects were undertaken to improve each of the following best practices, which were either inconsistently done or not done at all, in order to reduce the rate of surgical-site infections:

- Normothermia (patient warming) throughout the surgical and post-op period
- Post-op glucose control (though EndoTool™)
- Pre-op skin antisepsis at home
- Methicillin-resistant *Staphylococcus aureus* (MRSA) screening and selective decontamina-

- Better pre-op glucose control
- Identification and treatment of pre-op infection (especially urinary tract infections)
- Increasing the dose of pre-op antibiotics for obesity
- Redosing antibiotics at 3 hours into procedure
- Transport of post-op patients on oxygen
- Pre-op optimization of respiratory status.

The sequence of implementation of the quality-improvement projects was based on a combination of the expected relative impact on outcomes and the ease of accomplishment, including an assessment of the financial resources needed. The home antisepsis, patient warming, and improved glucose-control projects were implemented first.

It is important to control glucose levels because high blood-sugar levels are associated with higher rates of infection. EndoTool™ is a computerized system for calculating dosing for intravenous insulin. Fogel and Baker (2013) showed use of this computerized system leads to better glucose control than standard paper-based protocols, where insulin doses are calculated using a worksheet. There were seven paper-based protocols at Carilion before the adoption of EndoTool™, with none used particularly well. The percentage of patients with blood-sugar levels above the high level of 150 milligrams per deciliter (mg/dL) was 31% over a 6-month period before use of EndoTool™ and 16% in the 6-month period afterward. Some patients are insulin-resistant, making it impossible to prevent having some patients with high blood-sugar levels.

With respect to other process-quality variables, the projects led to the following implementation rate changes: home antisepsis, a 20% rate to over 95%; warming, less than 30% to over 95%; redosing in operating room for cases over 3 hours, from 0% to over 75%; and MRSA screening rate of 100%, with MRSA treatment pre-op from 0% to more than 50%.

The dramatic effect of the initiatives in lowering the surgical-site infection rates can be seen in Figure 6. No O/E values from December 2009 onward, marked by open circles, were significantly different from one. Being able to monitor performance over time is a key benefit of participating in NSQIP.

With respect to the general mortality rate, reviews of medical records for prior cases showed that
some surgical patients were less than medically optimized prior to surgery. This included patients going to surgery with poorly controlled hypertension, diabetes, cardiac disease, etc. Thus, the patient-screening process was moved back from 2–3 days before the planned operation to 2–3 weeks before in order to provide more time for proactive treatment. The effect on the mortality rate of this change and the changes implemented to reduce the rate of surgical-site infections is illustrated in Figure 7. The O/E values from June 2010 onward, marked by open circles, are not significantly different than one, evidence of improvement over earlier performance.

The largest barrier to successful implementation of a given quality-improvement project was surgeon
habit. It is simply hard to institute a change in behavior. The key was to make the changes as invisible to the surgeon as possible by relying on policies and protocols, with automatic population of the electronic medical record with the appropriate physician orders. Such process changes are difficult, time consuming, and require a great deal of teamwork among individuals and groups to accomplish. Obviously, the surgeons are needed, but so are anesthesiologists, nurses (pre-op, intra-op, and post-op), systems analysts, data analysts, financial representatives, purchasing agents, supply managers, and many others. One of the lessons learned was that it was the processes that needed to be improved, not the performance of any of the surgeons.

There were very significant improvements made in surgical quality that prevented many surgical-site infections and saved many lives. The raw data showed a reduction in mortality from a high of 3.7% to a low of 1.8%. This was a reduction in mortality of approximately 50%. The hospital performs roughly 20,000 surgical procedures a year, which translates into approximately 300 lives saved per year. The need for the improvements was made clear through the NSQIP benchmarking process. The effects of improvement initiatives were then monitored over time using NSQIP reports as process changes were implemented.

8. Some Potential Research Topics

Some topics related to risk-adjusted monitoring that merit further research include the following:

(a) There needs to be studies of alternative methods for risk adjustment, including further study of the use of interaction terms in the logistic regression model. Multiple years of NSQIP data (the Participant Use Data File) are available to NSQIP participants. The 2012 file, for example, contains information on 543,885 cases submitted from 374 participating sites. These data could be used to study the performance of other risk-adjustment approaches. The evolving methodology used by NSQIP was discussed in considerable detail by Cohen et al. (2013).

(b) It is important to study the effect of estimation error on the various monitoring methods, particularly those described in Section 4.6 that incorporate the time until any death within a given time window following surgery. The bootstrap method of Jones and Steiner (2012) and Gandy and Kvaløy (2013) could perhaps be used to control the percentage of the time that the in-control ARL falls below a specified value. This can help to avoid designing charts that result in many false alarms.

(c) It may be possible to build on the work of Yeh et al. (2009) to develop a prospective profile monitoring approach to determine when a risk-adjustment logistic model needs to be updated. Similarly, the change-point approach of Gurevich and Vexler (2005) may be useful in the analysis of the baseline data used to design the surveillance methods, a topic needing more study generally.

(d) There seems to be an opportunity to develop alternatives to the SPRT method for the analysis of learning curves.

(e) The effect of data aggregation on the performance of the various methods needs to be quantified.

(f) Current surveillance methods are based on an assumption of independence of the outcomes. As pointed out by Morton (2003), there could be dependence over time or overdispersion compared with the assumed models. This requires study of current methods under these conditions and the development of new methods. Mousavi and Reynolds (2009) considered the design of a Bernoulli CUSUM chart using a model for dependence over time in the non-risk-adjusted case.

(g) Some applications involve monitoring many process data streams, a topic included in the overview by Woodall and Montgomery (2014). For example, Spiegelhalter et al. (2012) considered the problem of using CUSUM charts to monitor over 200,000 indicators for excess mortality. How to monitor such a large number of data streams most effectively is an area that needs more attention. One must ideally keep the number of false alarms low while maintaining the ability to detect significant outlying performance.

(h) Tang et al. (2015) proposed a method for risk-adjusted monitoring that allows for more than two outcomes. More work is needed in this area. Their method could be designed using the approach of Zhang and Woodall (2015) in order to make the method invariant to the underlying risk distribution.
9. Conclusions

It is clearly important to monitor and improve healthcare quality, which includes surgical quality. We believe that there will be an increasing emphasis on the monitoring and public reporting of risk-adjusted outcome performance metrics, as, for example, in the UK (Bottle and Aylin (2008), Spiegelhalter et al. (2012)). Performance indicators are publicly available for each health trust in the UK. See, for example, Dr. Foster Intelligence (2014).

We strongly encourage hospital administrators to participate in NSQIP or some other collaborative network of hospitals to evaluate their performance results. The business case and the benefits to patients more than justify such participation. For those interested in best surgical practices to improve surgical quality, we also recommend the information provided through the Institute for Healthcare Improvement (www.ihi.org).

In general, we support the monitoring of surgical outcomes on a case-by-case basis with as little aggregation of data over time as possible. Data aggregation can slow the detection of changes in quality and make it more difficult to determine the immediate effects of specific quality-improvement initiatives. The RA-CUSUM chart combined with a VLAD plot is our recommended approach for monitoring on a case-by-case basis with binary data.
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